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1 Calibration Data: Offline Training of parameters

1.1 Spatial Filtering

Common Spatial Pattern by Approximate Joint Diagonalization [1] is performed
on the calibration data (only class 1 versus class -1, covariance matrices are
computed using each EEG channel from ¢ = 0 to ¢t = 4 s of each trial). Among
the resulting spatial filters we select the best 10 filters.

1.2 Features Extraction

The features are the log of the energy of the 10 components in 9 different fre-
quency bands (7-9, 9-11, 11-13, 13-15, 15-17, 17-19, 19-21, 21-23, 23-25 Hz). The
frequency-specific signals are obtained using 5-order IIR butterworth filters. This
yields a total of 90 features for each trial.

1.3 Classification

The classification is performed using a regularized version of logistic regression
(elasticnet regularization, class 1 versus class -1) [2]. The code is available in the
glmnet package (CRAN R open-source software). A weight is applied on every
trials to give more importance to the most recent trials.

1.4 Other Parameters

The calibration data is also used to set the following parameters by cross-
validation:

e Best window length for classification among 1s, 1.50r 2s: for each subject
we finally use 1.55s;
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e Best window position: this parameter is subject-dependent;

e Classifier regularization parameter: among a set of determined values, we
find that A = 0.05 yields the best crossvalidation results.

2 Evaluation Data

In the evaluation step we do not have any cue, we thus consider each succes-
sive overlapping time windows for classification (window length is 1.5s and the
overlapping is 80%).

2.1 Online Adaptive Classification

Features of each clearly classified segment are added to the constantly updating
training set (fixed size 100 trials for class 1 and 100 trials for class -1). The same
weights, aiming at giving more importance to recent trials and applied to the
updated training set, is used to retrained the classifier every 30s.

The classification of each segments yields a probability of being in class 1
or -1. We decide to use a relax class when the classifier cannot clearly decide
between class 1 and -1. Thus, by defining u = a|p(—1|imagery) — p(1|imagery)|,
we have

p(rest) = 1—p (1)
p(1) = p.p(llimagery) (2)
p(=1) = p.p(—1limagery) . (3)

a=0.9 works fine for every subject.

2.2 Mental States Transition Filtering by Variational HMM

The three previous probabilities are lastly filtered by a variational Bayesian
HMM [3] to constrain the Mental states transition dynamics. The hidden state
is a three-state variable (rest, -1 or 1), the observations are the probabilities.
A priori probability transitions are chosen according to the expected imagery
duration (from 1.5 to 5 seconds).

We provide the predicted class (class with maximum probability for each
window). The results is then resampled at 100 Hz to get one result at each time
point. The resampling is made by replicating 30 times each results, and padding
with O at the beginning and the end.

3 Note on Artificially Generated Datasets

We think that datasets e, f (and maybe g) are artificial data: it seems that a
natural shift of probabilities between calibration and evaluation data is observed
in real data but might not be modeled in artificial datasets (at least it is not
observed in the mentioned datasets).
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